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Generative AI – (Some) Opportunities and Concerns
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The Users Possibilities Concerns Issues

Love convenience!

New insights at my 
fingertips

• AI is already very 
useful

– For small very
targeted tasks

– To overcome
scale issues

• AI can generate new 
insights, very quick 
and at scale

• AI can optimize the 
use of library 
material

• Things are 
happening that we 
don‘t understand

• What is the learning 
outcome if AI does 
everything?

• Fake facts? How do
I know it‘s true?

• Is AI going to
replace me?

• Academic content is 
not „free“

• LLM can be
extremely costly

• Not all that shines is 
good enough for 
academia/education



Learning about conversational discovery and LLMs
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How can Large Language Models (LLM) work in our world of library curated materials - what are 
the successes, what the pitfalls

How can we use LLMs to optimize the use of library material, and help users with this at the 
same time

How do we contextualize output of LLMs, to guide users and use it responsibly and effectively

• A prototype project for conversational discovery, 
based on full text 

• A trial with using LLMs on metadata and abstracts 
for conversational discovery

Putting the theory into practice:



The Prototype Project

• Combine ChatGPT-like 
convenience with academic 
integrity

• Learn and share how 
generative AI can work for us

• Build a discovery prototype 
using Large Language Models 
based on a defined body of 
content, in cooperation with

• Trusted content – based on curated 
academic works

• Licenses – respected for paywalled 
and OA material

• Accreditation – credit authors for 
their work

• References – support proper 
referencing 

• Compliance with EU (and other) law 
– transparency about origin of 
answer

Goal Project
Considerations and

Pre-Requisites
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User Prompt 

AI Generated 
Answer

Supporting 
works

Supporting 
Paragraphs
Extended

© 2023 Clarivate 5

Next Chat 
Prompt 



Project 
Scope

Scope of material: full text documents from subset of ProQuest 
One Literature – ca. 500k documents)

LLM and data processing: – including APIs
• Process search queries in natural language

• Provide answers based on the returned documents 

• Provide connection with source documents

• Out of scope: contextual conversations

Prototype UI including test feedback options

Internal and external testing: 
• Accuracy

• Usefulness and convenience

• Bias
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1

Content is indexed in segments

https://www.ai21.com/blog/introducing-contextual-answers

Simplified Flow

Natural language query

Segments are returned

Information for answers is
extracted from segments

Answer is formulated and
returned with segments

2

3

4

5

Users
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https://www.ai21.com/blog/introducing-contextual-answers




Large Language Models (LLM): A few more (very simplified) details

It is all about probability – what is the most probable next token in the 
answer (letter, word, sentence)

Some important parameters
Temperature – essentially the “probability score” or randomness of the model's output: accuracy 
vs. creativity

Prompt – instructions for the model what to do

TopK – # of tokens to use in the calculation

TopP - Minimum probability of a token
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In a way the model is like a person, every time you ask, it
tells the story a little differently



Example for a low temperature causing lots of repetitions



Example for a high temperature causing uncomprehensible text



Lowering the temperature again a little bit



Some experiences so far

Tuning of a model is complex – what works for one discipline and question, 
may not work for another
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Nothing it done in haste – taking time, learning from errors is of the essence

Human testing is essential – but it does not work at scale

Building a good testing methodology is important



Some Questions

How close can the answers get to what we envision, to be very 
convenient but also useful AND academically sound

How will the answers treat different material types and how much does 
that matter
• Primary vs. Secondary resources (Humanities)

• Education vs. Research material

• Researcher vs. Reviewer

• News vs. Scholarly publications
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How do we best convey to users how to use the answer, and what it 
represents 



Testing is essential for tuning the model and understanding the output

• Internal: Project team, Clarivate Editorial teams

• External: Librarians, Literature students and faculty members

1 Answers are useful for the question asked
a) Answer length, content and language

b) Documents used for the answer

c) Fact check – is the answer accurate

3 How convenient is the answer 

2 Is there any bias in the answers
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Who and What



What‘s going on right now

Building an extended testing methodology and test plan

Tune the model and define more detailed success criteria – testing, testing,…

Build a corpus of good and bad answers to tune the model and create a basis
for comparison

Planning for adding more data

Build the contextual framework around the use of such a tool
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Project Timeline 2023 

June July August September October November December

Project start
• UX design

• Data extract

• First model iteration with 
partial dataset

• Internal testing

Project conclusion

• Answer evaluation

• Prototype first iteration and testing

• Test scope defined/testers 
identified

• External testing plan

• External testing

• Conclude testing

• Scores analysis

© 2023 Clarivate 17



Beyond the prototype - looking at CDI
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Focus metadata and abstracts



A prototype for a user assistant, based on CDI metadata and abstracts
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Some concluding notes

Generative AI is very promising and can support acceleration of research, 
teaching and learning

Adoption need to be with expertise and care

Generative AI is very costly and there are legal hurdles to overcome

Our world is changing, but we can influence that change instead of just letting
it happen
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About Clarivate

Clarivate is the leading global information services provider. We connect people and organizations to intelligence they can trust to transform their 
perspective, their work and our world. Our subscription and technology-based solutions are coupled with deep domain expertise and cover the areas 
of Academia & Government, Life Sciences & Healthcare and Intellectual Property. For more information, please visit clarivate.com

Christine.Stohn@clarivate.com

Thank You!

http://clarivate.com/
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