An Alternative to Parallel Indexing:  Indexing on Test Server  
Synopsis:  Rather than defining a new library on the Prod server and doing parallel indexing, you:  copy the Prod data to Test, run the index jobs, copy the rebuilt indexes back to Prod.
a. Do util e/5/1 to save z07 indexing request records as z07h’s and create trigger on the Production server. 

b. Refresh Test server.  Export all of your Oracle data and the u-tree (Aleph tables) from Production to Test (being sure to preserve the Test aleph_start and license files).  This could be done either via cloning or with the Data Pump.  The Upgrade Express “Export customer data” step could be run on Prod and then the “Install customer data” step on Test.
c. Run index jobs on Test server as described in the “How To Run Index Jobs” document .

d. Test the new indexes on the Test server.

e. Export the rebuilt index tables from Test using the Oracle Data Pump command.  For example:

csh -f $aleph_proc/oracle_expdp_table ABC01,z98 > & oracle_expdp_table.z98.log &

Each rebuilt index table needs to be exported in a similar fashion.    For Words, this is the z95, z97, z98, z980, and (if used) the z970;  for Headings:  the z01 and z02.

Tables for other rebuilt indexes can be found in section 8 of the How To Run Index Jobs doc.  

f. Rename the files created on Production in step b so that they are not overlaid by the following step g.

g. The oracle_expdp_table proc puts its output in the ./abc01/files/dpdir/ directory.  Copy the exported tables from Test to Production.   
h. Import the rebuilt index tables on Production using the Oracle Data Pump:
csh -f $aleph_proc/oracle_impdp_table ABC01,z98 > & oracle_impdp_table.z98.log &

i. Update the relevant util g/2 counters (last-word-number, last-acc-number, last-long-acc-number) in the Production abc01.   Do not update the last-doc-number.  That needs to stay at whatever higher value which it has risen to while the indexing was occurring.  If you changed the abc01 $data_tab files for indexing, copy those also from Test to Production.
j. Test the new indexes on Production.  If not working, load the versions saved in step f above.

k. Do util e/5/2  (“Restore - Dump Z07H to Z07 and Delete Oracle Trigger”).
Pros:
Doesn’t require definition of a parallel library; indexing doesn’t  slow down Production server.

Cons:   

Test server is unavailable for other uses (except Circ) while indexing is occurring.
2.1  MNPALS Variation of Indexing on Test Server
The MNPALS variation on the preceding is described in the parallel_indexing_with_tt.pdf and related documents, available from Al Rykhus (alan.rykhus@MNSU.EDU).  It differs from the preceding in steps b, e, and h:  the Data Pump is not used.   The Production tablespaces are reconfigured so that the index tables are in separate “transportable” tablespaces, such as, the Z01Z02 tablespace, the Z95Z97Z98 tablespace, etc.   The data is refreshed on the Test server by copying all the tablespaces from Production to Test (as in step 2.b above).  After the indexing is done, these transportable tablespaces are copied from Test to Production .  
Pros:  Import on Prod is faster (less downtime) with transportable tablespaces than with the Data Pump

Cons:  Requires reconfiguring of tablespaces and – though Al has detailed instructions – some familiarity with cloning is probably desirable.

